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Create a Word document from this R Markdown file for the following exercises. Submit the R markdown file and resulting Word document via D2L Dropbox.

## Exercise 1

A researcher was interested in learning what motivates international fans when they watch U.S. sports. A questionnaire was created in which respondents reported their score for 42 "importance factors" about fan motivation by circling the number that indicates why they watch, read, and/or discuss U.S. sports (5=Very High, 4=High, 3=Average, 2=Low, 1=Very Low).

The fans were categorized on issues such as gender, interest in U.S. sports, and the media source from which their information comes. Four hundred surveys were completed for the study.

The data is in the file ifanmot.rda and the survey is in the file IFM\_Survey.docx.

### Part 1a

Conduct Bartlett's test for sphericity on the responses for the 42 survey questions found in columns 1 through 42 of the file ifanmot.rda. State the null and alternative hypothesis and report on the results.

Is factor analysis warranted based on this measure?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1a -|-|-|-|-|-|-|-|-|-|-|-

require(DS705data)

## Loading required package: DS705data

data(ifanmot)  
head(ifanmot)

## Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20  
## 1 3 1 4 4 4 4 1 4 3 1 1 4 4 4 4 4 4 4 4 3  
## 2 1 1 1 3 3 4 1 3 3 1 1 5 4 1 3 3 3 3 1 1  
## 3 3 2 4 4 4 4 1 4 4 1 3 4 3 2 3 4 4 1 4 4  
## 4 3 3 4 3 3 4 3 4 3 3 3 3 4 3 3 3 4 2 4 3  
## 5 3 4 5 3 4 4 2 4 3 2 3 3 4 3 3 4 3 3 3 4  
## 6 3 4 3 3 2 4 2 4 3 3 3 4 3 3 4 4 4 3 4 4  
## Q21 Q22 Q23 Q24 Q25 Q26 Q27 Q28 Q29 Q30 Q31 Q32 Q33 Q34 Q35 Q36 Q37 Q38  
## 1 3 2 2 2 2 2 2 4 4 2 3 2 2 2 2 2 2 2  
## 2 1 2 2 3 1 3 3 1 3 2 3 2 2 1 1 1 3 3  
## 3 2 2 2 2 3 3 3 4 3 3 4 4 3 2 3 4 5 4  
## 4 2 2 2 4 3 4 4 4 4 4 5 5 4 3 3 3 3 3  
## 5 3 3 3 4 3 4 4 4 4 2 3 3 2 3 3 2 3 3  
## 6 4 2 2 4 3 3 3 3 3 4 4 4 3 3 2 2 3 3  
## Q39 Q40 Q41 Q42 Gender Interest Source  
## 1 2 2 2 2 Female Weekly TV  
## 2 3 3 1 1 Female Annually TV  
## 3 4 4 1 3 Male Daily Newspapers  
## 4 4 4 3 3 Female Monthly Internet  
## 5 3 4 3 3 Female Monthly TV  
## 6 3 3 2 2 Female Monthly Internet

attach(ifanmot)  
#install.packages("psych")  
require(psych)

## Loading required package: psych

## Warning: package 'psych' was built under R version 3.1.3

#Conduct a test for sphericity on the responses for survey questions.  
test\_subjects <- ifanmot[ , 1:42]  
cortest.bartlett(test\_subjects, n=50) #Is this an identity matrix? i.e. 'perfectly independent'?

## R was not square, finding R from data

## $chisq  
## [1] 10197.66  
##   
## $p.value  
## [1] 0  
##   
## $df  
## [1] 861

Null Hypothesis: The correlation matrix is the identity matrix (shows perfect variable independance).

Alternative Hypothesis: The correlation matrix is NOT the identity matrix.

Reject null hypothesis at alpha = 0.05.

There is significant evidence to suggest that the variables are NOT perfectly independant suggesting we carry out with our test (p = 0).

### Part 1b

Compute the Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy (MSA) for the responses for the 42 survey questions found in columns 1 through 42 of the file ifanmot.rda.

Is the overall MSA value acceptable for factor analysis?

Should any questionnaire items be dropped from the factor analysis because of low MSA values? If so which ones?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1b -|-|-|-|-|-|-|-|-|-|-|-

KMO(test\_subjects)

## Kaiser-Meyer-Olkin factor adequacy  
## Call: KMO(r = test\_subjects)  
## Overall MSA = 0.93  
## MSA for each item =   
## Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15   
## 0.95 0.91 0.96 0.90 0.91 0.97 0.80 0.94 0.96 0.76 0.95 0.92 0.96 0.96 0.94   
## Q16 Q17 Q18 Q19 Q20 Q21 Q22 Q23 Q24 Q25 Q26 Q27 Q28 Q29 Q30   
## 0.91 0.90 0.96 0.94 0.95 0.97 0.87 0.87 0.96 0.96 0.93 0.94 0.96 0.96 0.89   
## Q31 Q32 Q33 Q34 Q35 Q36 Q37 Q38 Q39 Q40 Q41 Q42   
## 0.89 0.89 0.95 0.96 0.96 0.95 0.95 0.94 0.88 0.91 0.79 0.81

The overall MSA value of 0.93 suggests that our current variable selection is a very good fit for factor analysis.

There were no variables that needed to be dropped. The lowest MSA for an individual variable was .79, which is an adequate score.

### Part 1c

Use R to create a scree plot for the questionnaire items that you deemed to be appropriate for the factor analysis from the previous question. Use the scree plot to answer the questions below.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1c -|-|-|-|-|-|-|-|-|-|-|-

scree\_output <- princomp(test\_subjects, cor=T)  
plot(scree\_output, type="lines"); abline(h=1, lty=2)

![](data:image/png;base64,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)

Where would you say the "knee" is in the scree plot? At the third value.

How many factors does the knee in the scree plot suggest extracting? Three.

How many components have eigenvalues (aka variances, latent roots) greater than 1? Nine.

How many factors does this suggest extracting? Nine.

### Part 1d

Use a principal components extraction with the varimax rotation to extract 3 factors. Print the output with factor loadings under 0.5 suppressed and sort the loadings.

Answer the questions below.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1d -|-|-|-|-|-|-|-|-|-|-|-

fa.out <- principal(test\_subjects, nfactors = 3, rotate = "varimax")  
print.psych(fa.out, cut=.5, sort = T)

## Principal Components Analysis  
## Call: principal(r = test\_subjects, nfactors = 3, rotate = "varimax")  
## Standardized loadings (pattern matrix) based upon correlation matrix  
## item PC1 PC2 PC3 h2 u2 com  
## Q13 13 0.69 0.55 0.45 1.3  
## Q3 3 0.68 0.53 0.47 1.3  
## Q5 5 0.66 0.44 0.56 1.0  
## Q6 6 0.66 0.50 0.50 1.3  
## Q9 9 0.66 0.55 0.45 1.5  
## Q15 15 0.65 0.47 0.53 1.2  
## Q16 16 0.65 0.48 0.52 1.2  
## Q37 37 0.64 0.53 0.47 1.6  
## Q38 38 0.62 0.42 0.58 1.2  
## Q28 28 0.61 0.54 0.46 1.8  
## Q26 26 0.59 0.58 0.42 1.9  
## Q8 8 0.58 0.46 0.54 1.7  
## Q4 4 0.58 0.35 0.65 1.1  
## Q36 36 0.58 0.51 0.61 0.39 2.0  
## Q17 17 0.58 0.38 0.62 1.3  
## Q1 1 0.57 0.46 0.54 1.8  
## Q20 20 0.54 0.58 0.42 2.6  
## Q40 40 0.53 0.39 0.61 1.6  
## Q27 27 0.53 0.52 0.56 0.44 2.1  
## Q29 29 0.52 0.49 0.51 2.4  
## Q39 39 0.38 0.62 1.9  
## Q12 12 0.24 0.76 1.1  
## Q14 14 0.42 0.58 2.7  
## Q19 19 0.42 0.58 2.9  
## Q10 10 0.75 0.58 0.42 1.0  
## Q7 7 0.72 0.52 0.48 1.0  
## Q41 41 0.66 0.44 0.56 1.0  
## Q22 22 0.64 0.52 0.48 1.5  
## Q42 42 0.64 0.41 0.59 1.0  
## Q2 2 0.58 0.36 0.64 1.1  
## Q23 23 0.55 0.45 0.55 1.9  
## Q35 35 0.53 0.56 0.44 2.2  
## Q18 18 0.50 0.38 0.62 2.0  
## Q11 11 0.42 0.58 2.3  
## Q34 34 0.49 0.51 2.8  
## Q21 21 0.44 0.56 2.8  
## Q32 32 0.82 0.71 0.29 1.1  
## Q31 31 0.78 0.67 0.33 1.2  
## Q30 30 0.73 0.55 0.45 1.1  
## Q33 33 0.64 0.50 0.50 1.5  
## Q25 25 0.42 0.58 2.4  
## Q24 24 0.38 0.62 2.9  
##   
## PC1 PC2 PC3  
## SS loadings 9.63 5.53 4.96  
## Proportion Var 0.23 0.13 0.12  
## Cumulative Var 0.23 0.36 0.48  
## Proportion Explained 0.48 0.27 0.25  
## Cumulative Proportion 0.48 0.75 1.00  
##   
## Mean item complexity = 1.7  
## Test of the hypothesis that 3 components are sufficient.  
##   
## The root mean square of the residuals (RMSR) is 0.06   
## with the empirical chi square 2531.01 with prob < 1.2e-194   
##   
## Fit based upon off diagonal values = 0.97

What is the cumulative variance explained (as a percent)? 48% of cumulative variance explained.

Is this considered an acceptable percent of total variation? No. We generally set the 'reasonable' threshold for explanation at 60% of cumulative variance.

### Part 1e

Use a principal components extraction with the varimax rotation to extract 9 factors. Print the output with factor loadings under 0.5 suppressed and sort the loadings.

Answer the questions below.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1e -|-|-|-|-|-|-|-|-|-|-|-

fa.out.nine <- principal(test\_subjects, nfactors = 9, rotate = "varimax")  
print.psych(fa.out.nine, cut = .5, sort = T)

## Principal Components Analysis  
## Call: principal(r = test\_subjects, nfactors = 9, rotate = "varimax")  
## Standardized loadings (pattern matrix) based upon correlation matrix  
## item PC1 PC9 PC5 PC3 PC4 PC7 PC2 PC6 PC8 h2 u2  
## Q6 6 0.70 0.62 0.38  
## Q3 3 0.67 0.62 0.38  
## Q9 9 0.64 0.64 0.36  
## Q28 28 0.62 0.65 0.35  
## Q15 15 0.62 0.61 0.39  
## Q8 8 0.57 0.57 0.43  
## Q13 13 0.55 0.62 0.38  
## Q36 36 0.54 0.72 0.28  
## Q37 37 0.53 0.63 0.37  
## Q1 1 0.52 0.55 0.45  
## Q29 29 0.51 0.56 0.44  
## Q19 19 0.69 0.71 0.29  
## Q20 20 0.63 0.73 0.27  
## Q14 14 0.60 0.56 0.44  
## Q18 18 0.54 0.54 0.46  
## Q11 11 0.53 0.54 0.46  
## Q35 35 0.53 0.63 0.37  
## Q23 23 0.75 0.75 0.25  
## Q22 22 0.71 0.75 0.25  
## Q24 24 0.63 0.60 0.40  
## Q27 27 0.57 0.69 0.31  
## Q26 26 0.57 0.72 0.28  
## Q25 25 0.52 0.58 0.42  
## Q21 21 0.49 0.51  
## Q32 32 0.83 0.80 0.20  
## Q31 31 0.80 0.75 0.25  
## Q30 30 0.76 0.67 0.33  
## Q33 33 0.59 0.58 0.42  
## Q4 4 0.82 0.76 0.24  
## Q5 5 0.75 0.74 0.26  
## Q12 12 0.74 0.62 0.38  
## Q39 39 0.82 0.83 0.17  
## Q40 40 0.75 0.73 0.27  
## Q38 38 0.64 0.67 0.33  
## Q10 10 0.83 0.79 0.21  
## Q7 7 0.80 0.76 0.24  
## Q2 2 0.70 0.64 0.36  
## Q41 41 0.82 0.74 0.26  
## Q42 42 0.81 0.74 0.26  
## Q34 34 0.56 0.44  
## Q17 17 0.75 0.74 0.26  
## Q16 16 0.69 0.76 0.24  
## com  
## Q6 1.6  
## Q3 1.9  
## Q9 2.3  
## Q28 2.6  
## Q15 2.2  
## Q8 2.8  
## Q13 3.3  
## Q36 3.9  
## Q37 3.6  
## Q1 3.0  
## Q29 3.2  
## Q19 2.1  
## Q20 2.9  
## Q14 2.2  
## Q18 3.0  
## Q11 2.9  
## Q35 3.7  
## Q23 1.7  
## Q22 2.1  
## Q24 2.1  
## Q27 3.5  
## Q26 3.5  
## Q25 3.5  
## Q21 4.6  
## Q32 1.4  
## Q31 1.4  
## Q30 1.3  
## Q33 2.5  
## Q4 1.3  
## Q5 1.7  
## Q12 1.3  
## Q39 1.5  
## Q40 1.6  
## Q38 2.4  
## Q10 1.3  
## Q7 1.4  
## Q2 1.6  
## Q41 1.2  
## Q42 1.2  
## Q34 5.4  
## Q17 1.7  
## Q16 2.2  
##   
## PC1 PC9 PC5 PC3 PC4 PC7 PC2 PC6 PC8  
## SS loadings 5.65 3.67 3.66 3.31 2.49 2.45 2.38 2.26 2.11  
## Proportion Var 0.13 0.09 0.09 0.08 0.06 0.06 0.06 0.05 0.05  
## Cumulative Var 0.13 0.22 0.31 0.39 0.45 0.51 0.56 0.62 0.67  
## Proportion Explained 0.20 0.13 0.13 0.12 0.09 0.09 0.09 0.08 0.08  
## Cumulative Proportion 0.20 0.33 0.46 0.58 0.67 0.76 0.84 0.92 1.00  
##   
## Mean item complexity = 2.4  
## Test of the hypothesis that 9 components are sufficient.  
##   
## The root mean square of the residuals (RMSR) is 0.04   
## with the empirical chi square 1014.38 with prob < 2.3e-34   
##   
## Fit based upon off diagonal values = 0.99

What is the cumulative variance explained (as a percent)? 67%

Is this considered an acceptable percent of total variation? Yes. Generally, the minimum threshold for cumulative variance explained is at 60%.

## Exercise 2

People who are concerned about their health may prefer hot dogs that are low in sodium and calories. The data file contains sample data on the sodium and calories contained in each of 54 major hot dog brands. The hot dogs are classified by type: beef, poultry, and meat (identified as types A, B, and C)

The data file called hotdogs.rda contains the sodium and calorie content for random samples of each type of hot dog. This data set is included in the DS705data package.

### Part 2a

Use the three multivariate normality tests presented this week to test for multivariate normality among the two response variables: sodium and calories. Include a chi-square quantile plot in your analysis and use a 5% level of significance for each individual hypothesis test.

According to these test, is there sufficient evidence to conclude that sodium and calories are not multivariate normal?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2a -|-|-|-|-|-|-|-|-|-|-|-

data(hotdogs)  
attach(hotdogs)  
head(hotdogs)

## calories sodium type  
## 1 93 323 A  
## 2 189 414 A  
## 3 142 559 A  
## 4 92 300 A  
## 5 156 393 A  
## 6 218 404 A

#Perform tests for multivariate normality between sodium and calories.  
#install.packages("MVN")  
require(MVN)

## Loading required package: MVN

## Warning: package 'MVN' was built under R version 3.1.3

## sROC 0.1-2 loaded

##   
## Attaching package: 'MVN'

## The following object is masked from 'package:psych':  
##   
## mardia

#1) Henze-Zinkler hzTest()  
hzTest(hotdogs[type=='A', c('calories', 'sodium')])

## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : hotdogs[type == "A", c("calories", "sodium")]   
##   
## HZ : 0.2193613   
## p-value : 0.9150411   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

hzTest(hotdogs[type=='B', c('calories', 'sodium')])

## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : hotdogs[type == "B", c("calories", "sodium")]   
##   
## HZ : 0.2757632   
## p-value : 0.7535134   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

hzTest(hotdogs[type=='C', c('calories', 'sodium')])

## Henze-Zirkler's Multivariate Normality Test   
## ---------------------------------------------   
## data : hotdogs[type == "C", c("calories", "sodium")]   
##   
## HZ : 0.584752   
## p-value : 0.1241476   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

#2) Royston roystonTest()  
roystonTest(hotdogs[type=='A', c('calories', 'sodium')])

## Royston's Multivariate Normality Test   
## ---------------------------------------------   
## data : hotdogs[type == "A", c("calories", "sodium")]   
##   
## H : 0.3074662   
## p-value : 0.8622045   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

roystonTest(hotdogs[type=='B', c('calories', 'sodium')])

## Royston's Multivariate Normality Test   
## ---------------------------------------------   
## data : hotdogs[type == "B", c("calories", "sodium")]   
##   
## H : 1.956662   
## p-value : 0.3812906   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

roystonTest(hotdogs[type=='C', c('calories', 'sodium')])

## Royston's Multivariate Normality Test   
## ---------------------------------------------   
## data : hotdogs[type == "C", c("calories", "sodium")]   
##   
## H : 2.52345   
## p-value : 0.288548   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------------

#3) Mardia mardiaTest()  
mardiaTest(hotdogs[type=='A', c('calories', 'sodium')])

## Mardia's Multivariate Normality Test   
## ---------------------------------------   
## data : hotdogs[type == "A", c("calories", "sodium")]   
##   
## g1p : 0.2528302   
## chi.skew : 0.8427675   
## p.value.skew : 0.9326243   
##   
## g2p : 7.381651   
## z.kurtosis : -0.3456678   
## p.value.kurt : 0.7295924   
##   
## chi.small.skew : 1.071202   
## p.value.small : 0.898814   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------

mardiaTest(hotdogs[type=='B', c('calories', 'sodium')])

## Mardia's Multivariate Normality Test   
## ---------------------------------------   
## data : hotdogs[type == "B", c("calories", "sodium")]   
##   
## g1p : 0.3168806   
## chi.skew : 0.8978283   
## p.value.skew : 0.9248722   
##   
## g2p : 6.651096   
## z.kurtosis : -0.6952092   
## p.value.kurt : 0.4869242   
##   
## chi.small.skew : 1.188302   
## p.value.small : 0.8800208   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------

mardiaTest(hotdogs[type=='C', c('calories', 'sodium')])

## Mardia's Multivariate Normality Test   
## ---------------------------------------   
## data : hotdogs[type == "C", c("calories", "sodium")]   
##   
## g1p : 0.3799771   
## chi.skew : 1.076602   
## p.value.skew : 0.8979666   
##   
## g2p : 5.181197   
## z.kurtosis : -1.452778   
## p.value.kurt : 0.1462855   
##   
## chi.small.skew : 1.424914   
## p.value.small : 0.8398535   
##   
## Result : Data are multivariate normal.   
## ---------------------------------------

#Create a chi-square quantile plot.  
#install.packages('mvoutlier')  
require(mvoutlier)

## Loading required package: mvoutlier

## Warning: package 'mvoutlier' was built under R version 3.1.3

## Loading required package: sgeostat

## Warning: package 'sgeostat' was built under R version 3.1.3

old.par <- par()  
par(mfrow=c(1,3))  
out <- with(hotdogs, hzTest(hotdogs[type=='A', c('calories', 'sodium')], qqplot = T))  
out <- with(hotdogs, hzTest(hotdogs[type=='B', c('calories', 'sodium')], qqplot = T))  
out <- with(hotdogs, hzTest(hotdogs[type=='C', c('calories', 'sodium')], qqplot = T))
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par(old.par)

## Warning in par(old.par): graphical parameter "cin" cannot be set

## Warning in par(old.par): graphical parameter "cra" cannot be set

## Warning in par(old.par): graphical parameter "csi" cannot be set

## Warning in par(old.par): graphical parameter "cxy" cannot be set

## Warning in par(old.par): graphical parameter "din" cannot be set

## Warning in par(old.par): graphical parameter "page" cannot be set

The data appears to be multivariate normal as a result of the three multivariance normality tests (alpha = 0.05): Henze-Zinkler, Royston, and Mardia.

### Part 2b

Conduct Box's M Test to test for equality of covariances. Use a 5% level of significance.

1. Is there sufficient evidence to conclude that the covariance matrices are not equal?
2. Based on the criteria of multivariate normality and equal covariance matrices, is it appropriate to proceed with MANOVA?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2b -|-|-|-|-|-|-|-|-|-|-|-

source('BoxMTest.R')  
out <- BoxMTest(as.matrix(hotdogs[,1:2]), hotdogs$type)

## ------------------------------------------------  
## MBox Chi-sqr. df P  
## ------------------------------------------------  
## 2.6592 2.5074 6 0.8676  
## ------------------------------------------------  
## Covariance matrices are not significantly different.

1. There is not enough evidence to show that the population covariance matrices are different between hot dog types A, B, and C.
2. Yes.

### Part 2c

Regardless of the outcomes of the previous hypothesis tests, conduct a MANOVA to determine if there are differences between beef, poultry, and meat hot dogs for the population mean vectors when sodium and calorie content are considered together. Use the Wilk's Lambda statistic and let .

Provide the R code, output, and state the following:

1. Null and alternative hypotheses
2. P-value,
3. State the conclusion for the test

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2c -|-|-|-|-|-|-|-|-|-|-|-

hotdog\_model <- lm(cbind(sodium, calories)~type, data=hotdogs)  
m.out <- manova(hotdog\_model)  
summary(m.out, test = "Pillai")

## Df Pillai approx F num Df den Df Pr(>F)   
## type 2 0.42114 6.8018 4 102 6.802e-05 \*\*\*  
## Residuals 51   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

1. Null Hypothesis: The three types of hot dogs are similar in terms of calories and sodium content in the overall population. Alternative Hypothesis: The three types of hot dogs differ in terms of calories and sodium content in the overall population.
2. P-Value: .000068
3. There is strong evidence to suggest that the three hot dog types differ in terms of population mean calories and sodium content.

### Part 2d

Follow up with univariate ANOVAs and Tukey multiple comparisons on the response variables to see which the population means differ. Use a 5% level of significance for each univariate ANOVA and each Tukey procedure.

Write a few sentences summarizing the differences that you find (in the context of the problem).

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2d -|-|-|-|-|-|-|-|-|-|-|-

aov.model.sodium <- aov(sodium~type, data=hotdogs)  
summary(aov.model.sodium)

## Df Sum Sq Mean Sq F value Pr(>F)  
## type 2 47043 23522 2.226 0.118  
## Residuals 51 538911 10567

aov.model.calories <- aov(calories~type, data=hotdogs)  
summary(aov.model.calories)

## Df Sum Sq Mean Sq F value Pr(>F)   
## type 2 15425 7712 6.278 0.00365 \*\*  
## Residuals 51 62649 1228   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

TukeyHSD(aov.model.sodium)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = sodium ~ type, data = hotdogs)  
##   
## $type  
## diff lwr upr p adj  
## B-A -1.85000 -83.70936 80.00936 0.9983605  
## C-A 62.67941 -19.17995 144.53877 0.1643830  
## C-B 64.52941 -20.58390 149.64272 0.1700632

TukeyHSD(aov.model.calories)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = calories ~ type, data = hotdogs)  
##   
## $type  
## diff lwr upr p adj  
## B-A -9.144118 -37.05448 18.766240 0.7102899  
## C-A -39.673529 -67.58389 -11.763171 0.0033799  
## C-B -30.529412 -59.54922 -1.509603 0.0371484

Analysis of variance performed on sodium levels in the three types of hot dogs revealed there were NOT significant differences between the three types (alpha = .05). This finding was confirmed by a Tukey test which showed that there was not a significant difference between any of the mean sodium contents of hot dog types A, B and C (familywise error rate of .05).

Analysis of variance performed on calorie levels in the three types of hot dogs revealed there was a significant difference between the three types (p-value: .00365). We are 95% confident that the population mean calories for hot dog type C is between 67.6 to 11.8 calories lower than hot dog type A. In addition, the population mean calories for hot dog type C is between 59.5 and 1.5 lower than hot dog type A.

The ANOVA procedure does not account for interactions between the variables sodium and calories.

### Part 2e

Using linear discriminant analysis, construct a linear combination of sodium and calories given by LD1.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2e -|-|-|-|-|-|-|-|-|-|-|-

require('MASS')

## Loading required package: MASS

fit <- lda(type~calories+sodium, data=hotdogs)  
plda <- predict(fit, hotdogs)  
LD1 <- plda$x[,1]  
#LD2 <- plda$x[,2]

### Part 2f

Using the linear combination of sodium and calories given by LD1, conduct the Tukey HSD multiple comparisons procedure to determine which hot dog types differ with respect to this most discriminating linear combination. Use . Which pairs of manufacturers produces significantly different hotdogs on average?

Report on your results.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2f -|-|-|-|-|-|-|-|-|-|-|-

LD1.model <- aov(LD1 ~ type, data=hotdogs)  
TukeyHSD(LD1.model)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = LD1 ~ type, data = hotdogs)  
##   
## $type  
## diff lwr upr p adj  
## B-A 0.2787548 -0.5175787 1.075088 0.6770098  
## C-A 1.8856669 1.0893335 2.682000 0.0000017  
## C-B 1.6069121 0.7789240 2.434900 0.0000621

At the 95% significance level, we can claim that the manufacturers of hot dog type A & C produce different hot dogs (p-value: 0.000002). In addition, hot dog types B & C produce different hot dogs (p-value: 0.00006). Hot dog manufacturers A & B do NOT produce significantly different hot dogs.

## Exercise 3

The depth, area, and perimeter of 31 randomly selected farm ponds in Southeastern Minnesota are recorded in the data file farmpondsize.rda.

### Part 3a

Load the data set and standardize the variables in the file (i.e. find the z-scores for each value). Store the z-scores in a new data frame.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3a -|-|-|-|-|-|-|-|-|-|-|-

data(farmpondsize)  
attach(farmpondsize)  
head(farmpondsize) #depth, area, perimeter

## depth area perim  
## 1 13.95 0.48 295.8  
## 2 16.66 0.12 129.7  
## 3 10.67 0.32 237.8  
## 4 7.13 0.39 271.0  
## 5 16.22 0.53 302.3  
## 6 10.60 0.09 122.0

fps.z <- scale(farmpondsize)

### Part 3b

For k-means clustering, plot the within sum of squares for the first 15 clusters against the cluster number and use the plot to determine a good number of clusters to partition the cases into.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3b -|-|-|-|-|-|-|-|-|-|-|-

wss <- (nrow(fps.z)-1)\*sum(apply(fps.z, 2, var))  
for (i in 2:15) wss[i] <- sum(kmeans(fps.z, centers = i)$withinss)  
par(mfrow=c(1,1))  
plot(1:15, wss, type = 'b', xlab = "# of Clusters", ylab="Within groups sum of squares", main="Standardized Values")
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The 'knee' appears to be at the third cluster - so the cases will be partitioned into three clusters.

### Part 3c

Perform the k-means clustering on the z-scores for pond depth, area, and perimeter using the number of clusters you determined from the plot. Find the number of cases in each cluster as well as the cluster means for each variable.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3c -|-|-|-|-|-|-|-|-|-|-|-

fit <- kmeans(fps.z, 3, nstart=25)  
round(aggregate(farmpondsize, by=list(fit$cluster), FUN=mean), 2)

## Group.1 depth area perim  
## 1 1 7.86 0.44 317.62  
## 2 2 10.10 0.10 123.37  
## 3 3 22.89 0.25 202.00

### Part 3d

Create three scatterplots, each with separate plotting colors for each cluster: plot 1: area against depth plot 2: perimeter against depth plot 3: perimeter against area.

Write a brief summary of your observations about how the ponds have been clustered with regard to the pond size variables.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3d -|-|-|-|-|-|-|-|-|-|-|-

par(mfrow=c(1,3))  
plot(farmpondsize[c("area", "depth")], col = fit$cluster)  
plot(farmpondsize[c("perim", "depth")], col = fit$cluster)  
plot(farmpondsize[c("perim", "area")], col = fit$cluster)

![](data:image/png;base64,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)

There appear to be distinct clusters when comparing the variables area vs. depth and perimeter vs. depth. While there appears to be a linear relationship between perimeter and area (as to be expected), the clustering does not seem as 'crisp.'

### Part 3e

Plot the dendrogram for hierarchical clustering using complete linkage and add the rectangles for the number of clusters you chose in part 1b above.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3e -|-|-|-|-|-|-|-|-|-|-|-

output <- hclust(dist(fps.z))  
par(mfrow=c(1,1))  
plot(output)  
rect.hclust(output, h=4)
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## Exercise 4

The data set police.rda contains 15 anthropometric and physical fitness measurements for 50 white male applicants to the police department of a major metropolitan city. Note that the first column is simple the ID number of each applicant and is not a variable.

We saw in week 13 how factor analysis could be used to reduce the number of variables for this data set. Now we will see how cluster analysis will group the 50 applicants according to these 15 variables.

### Part 4a

Load the data set and scale the variables in the file by dividing each value by the standard deviation. Store the scaled values in a new data frame.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4a -|-|-|-|-|-|-|-|-|-|-|-

data(police)  
head(police)

## ID REACT HEIGHT WEIGHT SHLDR PELVIC CHEST THIGH PULSE DIAST CHNUP BREATH  
## 1 1 0.310 179.6 74.20 41.7 27.3 82.4 19.0 64 64 2 158  
## 2 2 0.345 175.6 62.04 37.5 29.1 84.1 5.5 88 78 20 166  
## 3 3 0.293 166.2 72.96 39.4 26.8 88.1 22.0 100 88 7 167  
## 4 4 0.254 173.8 85.92 41.2 27.6 97.6 19.5 64 62 4 220  
## 5 5 0.384 184.8 65.88 39.8 26.1 88.2 14.5 80 68 9 210  
## 6 6 0.406 189.1 102.26 43.3 30.1 101.2 22.0 60 68 4 188  
## RECVR SPEED ENDUR FAT  
## 1 108 5.5 4 11.91  
## 2 108 5.5 4 3.13  
## 3 116 5.5 4 16.89  
## 4 120 5.5 4 19.59  
## 5 120 5.5 5 7.74  
## 6 91 6.0 4 30.42

police.clean <- police[,2:16]  
head(police.clean)

## REACT HEIGHT WEIGHT SHLDR PELVIC CHEST THIGH PULSE DIAST CHNUP BREATH  
## 1 0.310 179.6 74.20 41.7 27.3 82.4 19.0 64 64 2 158  
## 2 0.345 175.6 62.04 37.5 29.1 84.1 5.5 88 78 20 166  
## 3 0.293 166.2 72.96 39.4 26.8 88.1 22.0 100 88 7 167  
## 4 0.254 173.8 85.92 41.2 27.6 97.6 19.5 64 62 4 220  
## 5 0.384 184.8 65.88 39.8 26.1 88.2 14.5 80 68 9 210  
## 6 0.406 189.1 102.26 43.3 30.1 101.2 22.0 60 68 4 188  
## RECVR SPEED ENDUR FAT  
## 1 108 5.5 4 11.91  
## 2 108 5.5 4 3.13  
## 3 116 5.5 4 16.89  
## 4 120 5.5 4 19.59  
## 5 120 5.5 5 7.74  
## 6 91 6.0 4 30.42

police.s <- scale(police.clean, center = F, scale = apply(police.clean, 2, sd, na.rm = T))  
round(head(police.s), 2)

## REACT HEIGHT WEIGHT SHLDR PELVIC CHEST THIGH PULSE DIAST CHNUP BREATH  
## [1,] 6.43 26.79 6.47 26.29 19.00 13.80 3.11 4.96 7.89 0.46 6.21  
## [2,] 7.16 26.20 5.41 23.64 20.25 14.08 0.90 6.82 9.61 4.57 6.52  
## [3,] 6.08 24.79 6.36 24.84 18.65 14.75 3.61 7.75 10.85 1.60 6.56  
## [4,] 5.27 25.93 7.49 25.98 19.20 16.35 3.20 4.96 7.64 0.91 8.64  
## [5,] 7.96 27.57 5.74 25.09 18.16 14.77 2.38 6.20 8.38 2.05 8.25  
## [6,] 8.42 28.21 8.92 27.30 20.94 16.95 3.61 4.65 8.38 0.91 7.39  
## RECVR SPEED ENDUR FAT  
## [1,] 9.66 15.12 7.09 1.62  
## [2,] 9.66 15.12 7.09 0.43  
## [3,] 10.38 15.12 7.09 2.30  
## [4,] 10.73 15.12 7.09 2.67  
## [5,] 10.73 15.12 8.86 1.05  
## [6,] 8.14 16.50 7.09 4.14

### Part 4b

Plot the dendrogram for hierarchical clustering on the scaled values using complete linkage and add the rectangles for the number of clusters given by cutting the dendrogram at a height of 8.

How many clusters does this create?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4b -|-|-|-|-|-|-|-|-|-|-|-

output <- hclust(dist(police.s))  
plot(output)  
rect.hclust(output, h=8)
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Three clusters were created, although one is relatively small compared to the other two.

### Part 4c

Append the original data frame (the unscaled one) with the cluster number from cutting the dendrogram at a height of 8. Find the number of applicants in each cluster.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4c -|-|-|-|-|-|-|-|-|-|-|-

police.clean$clusternumber <- cutree(output, h=8)  
summary(as.factor(police.clean$clusternumber))

## 1 2 3   
## 31 17 2

### Part 4d

Display the sample means rounded to 2 decimal places for the 15 variables for each cluster. Recall that body fat (FAT) was an important variable in the factor analysis. What can you say about the sample means for the variable FAT for each cluster?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4d -|-|-|-|-|-|-|-|-|-|-|-

round(aggregate(police.clean, by=list(police.clean$clusternumber), FUN = mean), 2)

## Group.1 REACT HEIGHT WEIGHT SHLDR PELVIC CHEST THIGH PULSE DIAST CHNUP  
## 1 1 0.31 175.14 71.23 40.29 27.52 87.19 13.97 75.10 75.48 8.00  
## 2 2 0.32 182.79 90.01 42.17 29.07 96.01 18.88 68.12 71.29 3.76  
## 3 3 0.32 179.30 89.68 40.90 28.95 97.95 26.25 84.00 89.00 1.00  
## BREATH RECVR SPEED ENDUR FAT clusternumber  
## 1 183.68 115.29 5.48 4.38 9.89 1  
## 2 208.18 112.76 5.59 3.88 19.27 2  
## 3 217.00 143.00 4.50 3.50 27.51 3

The sample means for the variable "FAT" differ significantly between clusters 1, 2 and 3 (9.89, 19.27, and 27.51 respectively).